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LHC experiments use a distributed computing model that involves large-scale data transfers between many sites dispersed around the world.  This data movement is frequently termed “high impact”, due to its characteristics to consume a very large percentage of the available bandwidth along wide-area network paths.  It is quite common that a single data transfer sustains 5Gb/s or more for extended periods of time.  Even with 10Gb/s network infrastructure widely deployed, bandwidth contention between LHC data and other user applications is a real and growing problem.   One approach to this problem is to isolate the LHC high impact data through the use of virtual private circuits.  The general research & education network community began to jointly provide dynamic WAN network circuits, for example, (ESnet OSCARS, Internet 2 DCN and GEANT AutoBAHN).  To bring these dynamically created WAN virtualized services to data transfer application and ensure scalable integration between network and application remain unsolved.   We will focus on how these new network services can be utilized to support LHC data movement.  Our proposed work will pay particular attention to circuit support issues faced by the campus networks where the computing resources are located and end-to-end network circuit services with involvement of all network elements.  We are jointly develop a DOE-funded project called End Site Control Plane Sub-system (ESCPS), i.e. a network service intended to help facilitate campus and science application use of data circuits.  The current status and future directions of ESCPS will be discussed.
