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Report from the Service Desk Improvement Short Term Task Force
[bookmark: _Toc236729728]Report Organization

A small committee was charged with determing recommendations on improving the service desk. This is the final report of that committee. It is organized in the following sections

· List of recommendations
· Details of the initiatives and actions with priorities defined within each initiative
· The list of findings which lead to the recommendations
· The charge to the committee
· The membership of the committee
[bookmark: _Toc236729729]Recommendations
[bookmark: _Toc236729730]Initiatives and actions that could be taken and suggested priorities.

· An initiative is needed to [re] review the requirements and process flow document from the end user and scientific applications perspective. The document doesn’t really address requirements from a system point of view, but more of a work flow perspective. This doesn’t  need to have to happen immediately, but there are some high level requirements that need to be spelled out soon to clarify some confusion where the system is not behaving as users expect.
· End users and service providers need to be using Remedy for communication  
· Simplify the incident request interface to make the web interface the preferred method for users to report incidents. Thereby reducing the walk in/phone in/email request load on operations.
· Simplify the incident management interface to improve usability for service providers. 
· Improve the internal processes/experience for operations staff 
· Collect external/support data 
· Provide metrics and reports for incident process performance as well as service provider performance 
[bookmark: _Toc236729731]Ways in which additional people can help.
· Many of the remedy configurations issues, we believe, are relatively quick to implement by the expert (Carin). We would recommend letting Carin take the lead in determining what resources she could use here - testers? We believe that is the top priority.
· External resources can help with
· Helping with supplemental data issues
· Making documents/videos of quick and common remedy procedures (tip of the day). 
· how to show email audit trail
· how to send email
· how to link tickets
· how to assign to experts
· how to print reports
· Developing forms for account creation and hardware requests
· project management for release schedules
· Being emissaries
· Reviewing/updating requirements and processes/procedures
[bookmark: _Toc236729732]Ways in which a four person Service desk support team, focused primarily on Tune IT up work tasks, could be integrated into the entire service desk process for 3 months and could help (rather than increase load on service desk personnel).
· Creating all incidents from phone, email, and walkin at service desk. Freeing experts to actually resolve tickets. 
[bookmark: _Toc236729733]Simple metrics that can be reported on each week that can give a clear picture of how well the new service desk is functioning.

· See the initiative regarding metrics. 
[bookmark: _Toc236729734]Details of the Initiatives and Actions
[bookmark: _Toc236729735]An initiative is needed to [re] review the requirements and process flow document from the end user and scientific applications perspective. The document doesn’t really address requirements from a system point of view, but more of a work flow perspective. This doesn’t  need to have to happen immediately, but there are some high level requirements that need to be spelled out soon to clarify some confusion where the system is not behaving as users expect.

1. Top Priority issues are:
1.1. Create/Publish a state flow diagram that uses the same language as in the incident system – pending, staged, assigned, resolved, closed, etc. Make this state flow diagram findable from the requestor console so end users understand where their request is. (State Flow Diagram in SRM, FAQ and Training – In Process)
1.2. Clearly state the requirements on permissions. This has potential big payback to simplify the user interface. (Identifying users that need Power User Status – In Process)
1.3. Add a requirement that no special training should be needed for the end user to create/track incidents. We have too high of a turnover in end users to make training practical. The interface needs to be intuitive.  (Done, Interface has been simplified)
1.4. Add requirements on performance. 
1.4.1. How long should it take for a ticket to be assigned under normal business hours? (In Process to identify what takes to process requests from Request System, Calls, walk-ups and emails (Each may have different response time)
1.4.2. Informed users need to be able to get a ticket assigned to the right service group without requiring an 8x5 human. (E.g., Qizhong should be able to create a ticket for FEF on a Saturday morning) (Done for specific services/applications or call Service Desk)
1.5. The two forms of ITIL Escalation are not addressed at all in the requirements document. (SLM Process) 

2. Some of the lower priority things are: 
2.1. Clarify some of the ambiguous behavior as noted in the findings – eg, what needs to be automated, what requires involvement from the service desk operations. (Service Request Module – In Process)
2.2. Clarify roles – what are individuals vs groups. Is Tier 1,2 staff people on the service desk or service providers? (Roles & Responsibilities and RACI)
2.3. The ability to add people to a ticket (as listed in 4.3) is critical. The requirements here should be better specified. E.g., when a problem happens at an experiment, various people may want to track the progress in addition to various management roles especially the longer it takes to close an incident. (Training)
2.4. The requestor sometimes needs to be a group of people. e.g., Robert Illingworth on behalf of D0 offline support. All email that would be sent to Robert should also be sent to the members of the group. This group can grow over the length of the incident to include management and experimenters who want to be able to track progress on a ticket (e.g. watchers). (Training)
2.5. Add a requirement that certain actions require notification be sent (e.g., if a ticket is waiting on the end user for more information, he should be notified of that). (Done)
2.6. The process flow has, in some cases,  put constraints on the system that are not specified in the requirements. E.g., most process flows have a person from the service desk performing an action. This is not in the requirements and puts an 8x5 support person in the middle. This should be reviewed (Training also See 1.4.2)
[bookmark: _Toc236729736]End users and service providers need to be using Remedy for communication
  
3. Requestor and all members of service provider's group should be automatically notified by email whenever a ticket is updated by anyone. Ideally we would like to be able to cc to any valid email address, not constrained to LDAP accounts.  (Enabling email groups to be cc – In Process)
4. Enable adding "watchers" who are also notified of any changes (and are not the assignee or requestor). (Enhancement to the system)
5. Notice to requestor should contain the contents of the latest update or request for information, and requestor should be able to respond either by following a URL in the message or by replying directly to the message. (Done)
6. Service provider groups need further training in what's available for communication including how to broadcast critical service incidents. (Training is being handled by request/ Planning for formal scheduling is in process)
[bookmark: _Toc236729737]Simplify the incident request interface to make the web interface the preferred method for users to report incidents. Thereby reducing the walk in/phone in/email request load on operations.

7. Provide a single web page (no additional clicks needed) that gives the current information about a ticket include all work log details, resolution details, state changes, summary, etc. The link to this summary page should be sent in all email correspondances. (Done – Only for requestors)
8. State changes and resolution details need to be emailed to users. (Done) 
9. Provide help menu that at least includes state flow diagram and escalation procedures. (Enhancement to the system)
10. Use language that end users will understand (e.g. use "Submit" instead of "Save"). Also, the banners are confusing. Just have  FNAL related logos and banners (Enhancement to the system)
11. Eliminate/consolidate tabs on the panels. (Done)
12. Instead of a free-form "Notes" field, have fields to guide the user into answering important questions (e.g. when did the incident occur? on what system if known? what location? what was the error message?) (SRM in process)
13. Disable pop ups where ever possible (Browser Issue)
14. The print button either needs to be disabled or made to work. (Working on a solution/work around)
15. Need an easy to remember link that takes you directly to a requestor console (In process)
16. Browsers need to be able to remember passwords (Security Policy)
[bookmark: _Toc236729738]Simplify the incident management interface to improve usability for service providers. 
17. Single-page summary option as described above. (Not enabled on the web) 
18. Initial notice to the expert should contain requester's name and the time the issue was first reported, in addition to current contents. Subject line should contain the only the [short] ticket number and the issue summary, so the summary can be seen in a list of messages. (Done/Training/Add Date & Time)
19. Ability for experts to quickly create/resolve/close ticket. These are for walk-in [to the expert's office] question and answer incidents. (In Process)
20. Eliminate/consolidate tabs on the panels. (Enhancement to the system) 
21. Clarify the functions of the multiple "Search" links and buttons. Make searching case-insensitive by default. (Issue with Oracle Database/Enhancements to the system)
22. Warn user when information is entered incorrectly or a state change is not allowed, rather than ignoring the input. (Tool does this through Pop Ups)
23. Training (maybe just articles on the web): best practice to reassign a ticket; purpose of each state and when to change state (Training/FAQs)
[bookmark: _Toc236729739]Improve the internal processes/experience for operations staff 

24. Define roles/structure (tier1/2)  for operations staff so new people can come in and be effective. (See 2.2/Training/FAQs)
25. Use standalone Remedy client, rather than web-based client which times out (Timeout set to 90 minutes and can be adjusted as needed)
26. Buy better equipment: dual 1900x1200 monitors. They need more real estate. (2010 Budget item)
27. Eliminate transcription of data from one system to another 
27.1. new user request (Cleaned up current form/Process being redesined)
28. Improve/automate handling of bulk requests 
28.1. new user request (In process)
28.2. service principles (In process)
29. Fix two-monitor menu bug in MISJob/EquipDB (In process)
[bookmark: _Toc236729740]Collect external/support data 

30. Service support organization chart for routing. This is a huge win for end user wall clock time to resolution.  (80% Done)
31. Contract numbers and D1/ASTIA interface. This is a huge time savings for service desk operations staff. (Hardware request - In process/CMDB)
32. Tracking and presenting known errors/outages. (Problem Mgmt & Change Mgmt)
[bookmark: _Toc236729741]Provide metrics and reports for incident process performance as well as service provider performance 

33. Weekly/quarterly reports on volume/load (Holding weekly Ops meetings/Reporting is evolving)
33.1. number of incidents, 
33.2. number in each stage, 
33.3. histogram of time each stage (including time to assign to expert)
33.4. on demand, number of incidents assigned and in each stage for individual admins.
33.5. volume by source (phone call, email, web interface, walk in)
33.6. number of tickets that need to be chased by service desk manager for resolution. 
34. Alert to service managers on incidents+ descriptions on incident open beyond SLA/OLA agreements (In process)
35. Ability to retroactively categorize incident to existing and new categories (Training)
36. Bi-directional links between incidents to link common incidents. (Training)  
37. List of all open incidents+descriptions+date+dept with one click links to a complete description of the incident.  (Support Console/Dash Board - In process) 
38. Automatic closing of incidents after a certain period, especially if the user does not respond to queries.  (Set for 14 days)
39. Weekly/quarterly Metrics to support process analysis: (Holding weekly Ops meetings/Reporting is evolving)
39.1. percent needing to be re-routed, 
39.2. percent manually assigned 
39.3. percent requiring phone calls for routing info/contract numbers, 
39.4. percent requiring expert to contact user for further information 
39.5. percent about known outages not already linked to an outage. 

[bookmark: _Toc236729742]Initiative to restore confidence in the service desk system 

40. Develop and publish a [resource loaded] release schedule rollout fixes/enhancements. (Posted on the web)
41. Send emisaries to experiments/divisions to show people how the system works and gather feedback after some core problems are fixed. (Currently visiting all technical divisions and groups)
42. More expert training in small groups. (On-going training by request / Planning a more formal training schedule)                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
  



[bookmark: _Toc236729743]
Observations from the areas of 
[bookmark: _Toc236729744]Requirements/processes/workflow
[bookmark: _Toc236729745]Requirements Document

1. The requirements document describes the requirements for the individual steps in the workflow of an incident.  It does not list global requirements of the system itself. Global statements should include 
1.1. The requirements regarding privacy. How restricted does the workflow and resolution need to be, and are certain classes of tickets more restriced than others. 
1.2. The need for incidents to be in states and to provide a state transition diagram (this is in addition to the workflow diagrams that in the process document). 
1.3. The requirements on the interfaces in/out of the incident management component.  This is where the bulk of the implementation problems arise. E.g.,
1.3.1. We believe that there is a requirement that an incident can be created by a specific individual on behalf of a larger organization, and that all permission and notification that is provided to the single requestor is also provided to the group. The people in this group can change over time – eg, to include management if an incident remains unresolved over a long time. 
1.3.2. There are no “ease of use” requirements.  We have a high turnover of users. We should have a requirement that users should *not* require specialized training to learn how to create incidents and track the progress of the incidents they created. 
1.3.3. Certain state transitions require notification be sent. Users should not have to poll to see if the expert has asked a question.  These should be spelled out. 
1.4. Is it a requirement that incidents can get created/resolved without passing through the service desk personnel (we think yes).  It does not appear to be implemented this way. 
1.5. Requirements on incident closure – when are things timed out, automatic, etc? 
2. Many requirements are not clearly specified allowing unintended interpretations. E.g, updates to users. Does that mean the user needs to poll, is it automatic, should they phone the service desk? 
3. Incident detection doesn't clearly specify what is manual (phone?) and what is automatic. We think this means the web, although users want this to be email. 
4. What are the performance requirements for an incident? E.g., how long can it sit in an unassigned state?  What are the requirements on escalation? 
5. “quickly” needs to be clarified in 3.1
6. 3.3 and 8.4 should be a “must”
7. 4.6 should not be a priority “1” since we don’t have full SLAs yet.
8. 3.3 and 5.1 look like the end user should be getting lots of updates in the assignment and resolution phase respectively.  Note that there are a couple of strange things here: 
8.1. There is no requirement on the type of update. Add the words automatic notification (e.g.,, email).      
8.2. There is no requirement for the ability to provide updates to the end user in the investigation and diagnostics state
9. There is no clear definition of roles. Service desk manager (is this an individual?), a service desk analyst (the operations person?), Tier 1, 2, and 3 group (are these experts or service desk personnel).
10. 4.3 does not appear to have been implemented. 
11. There is a lack of definition in the requirements on roles - what can be assigned to an individual or a group. 
12. section 8 - incident ownership, monitoring, and tracking fails to mention anything about monitoring performance metrics, eg, how quickly tickets move between state, both in terms of business hours and wall clock time, this distribution of tickets in each state, etc.  These reports are needed not only by the incident manager, but by [minimally] managers of the various services. 
[bookmark: _Toc236729746]Incident Management Policy doc

13. It  does state that the customer will be kept informed about the progress of the ticket. We have failed in execution here. 
14. It  does state that the customer will be kept informed about the progress of the ticket. We have failed in execution here. 
15. There are no real numbers here. Things must be done "promptly" 
16. This is the only document that mentions a state, and the only one it mentions is "pending". 
[bookmark: _Toc236729747]Incident Management Business Process and Procedure

17. It is a large document. We have not had the resources to comment on this deeply.
18. We are woefully missing a state flow diagram. I think it should go here.  and what it really means to transition through states. 
19. Page 7 roles and responsibilities talks a lot about managers which sounds like individuals and not groups. We are more group oriented. There is no role defined for someone who reports the problem. 
20. Page 9 has no one looking at reports more frequently than daily. This is insufficient until tickets can get assigned to the correct group in less than a couple of hours. 
21. The early stage procedures appear to all involve human actions by someone on the service desk operations staff. It wasn't listed in the requirements (only that all incidents are reported in remedy), and seems to impose an arbitrary bottleneck into the system. 
22. page 23 - 1.4.2. Who on the service desk operations has time to review if tickets have been assigned properly? Who is the Tier 2 support staff? 
[bookmark: _Toc236729748]Supporting data

The workflow of the Service Desk requires supporting data to operate. Currently critical data to assist this workflow is not readily available, most importantly:

· Group responsibility information
· Hardware contract/site information
· Ongoing Problem/Outage information

We will briefly discuss both of these in more detail in the following paragraphs. The lack of this data is slowing the Service Desk significantly.  Some of this information has in the past been maintained informally, in an ask-the-person-who-knows fashion, and that person is unfortunately unavailable due to injury. However, much of the information is in flux (particularly given the LSCS quadrant re-org, and Decision One's shift to Astia) and needs to be re-acquired in any case.  It should be collected and maintained in a fashion that doesn't rely on individual people remembering complex mappings, but rather in a way that facilitates bringing much less experienced people in to assist at the Service Desk and also reduces the effort required and the opportunities for errors by more experienced people already working there.
[bookmark: _Toc236729749]Group Responsibility Information

23. A large portion of the Service Desk's job lies in routing tickets to the responsible group for resolution.  However, there is not a comprehensive list available to the Service Desk staff of what groups are responsible for what services and systems. Instead, they are provided with a group list pull-down that consists of a larger-than-the-screen list of cryptic, self-similar, slash-separated acronyms to choose from. Some acronyms are tied to the org chart (guaranteed some will be out of date in less than a year as many already are), some combine org chart nomenclature with an obscure incident location code (?), and others are some other of form of text descriptors. This is a multi-stage problem.
23.1. First, the various support groups in the division do not routinely update what they are responsible for to the Service Desk.  What is needed is from each group is a list of services they support, and for each service a brief glossary of terms that a user might use when discussing it.
23.2. Second, what information is available is not entered into the Remedy tool in any way that assists the Service Desk personnel in routing a ticket.  Even a brief three word summary of the group's responsibilities appended to the group acronyms would help. If this sort of information can be integrated into Remedy that would be excellent; if not, an external web page, searchable by keyword, would still help the Service Desk personnel Perhaps too the org chart oriented group codes may be replaced altogether by service-oriented support group text names. These should be more stable than organizational unit codes which require updating on at least an annual basis and also help localize the changes to the service side of the routing (define who is in the XYZ service support group) rather than the Service Desk personnel view of routing.
[bookmark: _Toc236729750]Hardware Contract Information

24. Currently we have multiple vendors who do hardware support for systems on site.  Each of them has "magic" information that must be provided when reporting a hardware problem, depending on the system and how it is supported (warranty, different support contract type, etc.). For example, the Astia interface for Decision One has site numbers that must be entered for each hardware ticket given to them, site numbers which do not appear in any Fermilab database visible to the Helpdesk staff.  Currently, Service Desk personnel often have to call Decision One personnel to find out which of these site numbers is appropriate for a given repair ticket, and wait for a call back, before being able to send the ticket to Decision One. There is vestigial information in MISJob related to this that we understand was used to determine these site/contract/id numbers, but can no longer be.
24.1. The information needed to process these tickets correctly is the list of site/contract/id numbers associated with each vendor, (not our numbers for them, but the vendor's numbers...) and the rules for when each one is to be used.
24.2. If these rules could be internalized in a database, or in the Remedy tool, even better; but someone needs to work with our repair vendors to come up with the appropriate mapping information and provide it in a usable form to the Service Desk.

[bookmark: _Toc236729751] Ongoing Problem/Outage information

25. Currently, the Service Desk knows about system/network outages largely as a result of admins calling or emailing the service desk to inform them of ongoing problems, and Service Desk personnel calling to each other over the cubicle walls to see if anyone has heard of a problem with system blah.  This system is obviously susceptible to the person who got the notification being tied up with other work, or briefly unavailable. It is also not available to end users in a fashion that might prevent a Service Desk ticket altogether; if a user knows you already know the system is down, and it's expected back up in an hour, they will often just check back in an hour.
[bookmark: _Toc236729752]Conclusions

26. The Service Desk is currently functioning inefficiently in large part due to a lack of supporting data needed to implement the workflows that are in place.   The largest impact on their time would be good hardware contract information, while the largest impact on overall ticket resolution time would be group responsibility information.   While the optimal way to provide this information would be integration with the Service Desk software, even a paper listing they could look through, or an online webpage they could search would be a start.
[bookmark: _Toc236729753]Tool Implementation

The goal of an incident management system is to provide a convenient path for communication about problems and their solutions and to provide a trail of that communication. Implementation and usability issues described below with the service desk deployment prevent the tool from meeting this crucial goal.
We classify the findings into those from the point of view of the users, the experts (service providers), and managers. Findings of particular importance are marked with **.
[bookmark: _Toc236729754]USERS: 

27. Our sense from user feedback and our own experiences is that the web interface is very unintuitive.
28. ** Users sometimes need to respond to requests for more information from the service provider working the ticket. Because the system does not indicate when it sends mail to the user, and it is not clear what is in the mail, this communication occurs outside of the system and may not be tracked. The impact is that important information regarding the problem may be lost.
29. Many pop-up windows appear in the course of entering and viewing a ticket. Pop-ups are problematic because modern browsers block pop-ups and so the user is forced to turn off this important browser security feature.
30. When entering a new ticket, there is nothing to guide the user into entering important information (e.g., when did the incident occur, on what system, what location, etc). The impact is that users put incomplete information in the free-form "Notes" box.
31. When viewing a ticket in the incident management module, there is too much information on the page that is not applicable to the user (Company, Organization, Vendor, SLM, Financials, Weight, ...). The interesting sections, like the Summary, Notes, Work Info and Resolution are not highlighted and information in those sections is in small text boxes that do not show the complete information. There is no way to get an instant summary of the ticket and all of the work done on it in one easy-to-read page. The web page itself does not scale with the browser window size. The impact is that users (really everyone) has a hard time quickly getting the sense of a ticket and what has been done. This makes the communication process slow and cumbersome.
32. The system help is hard to read and does not apply to a regular user. 
33. Users get mail from the system with the From: address "AREmail". It is not clear that such mail comes from the service desk and the impact is that users will be confused.
34. The content of e-mail from the service is confusing. There is little information in the e-mail about the ticket. The link in the mail does not take you to an overview of the ticket. The ticket states in the e-mail do not match the states in the web tool.
35. The BMC logos on the web page do not help the user understand the tool. BMC should not need to advertise on the Fermilab Service Desk.
36. The service desk login page seems to scramble the password. Allowing your browser to store the password should be acceptable (other services that use the service password allow that).
37. Many of these issues have been raised to the service desk team and the response is often that more user education is needed. But we feel that the findings above point to fundamental flaws in the usability of the system. While users can be educated to work around them, that is not a cost effective solution as new users are constantly coming to the system. Furthermore, an education of work-arounds will lead to frustration. The best solution is to make the tool work better.
[bookmark: _Toc236729755]EXPERTS 

38. Our sense from experts is that the tool is very difficult to use and they are actively trying to avoid using it (communication outside of the tool that is not captured). 
39. ** As mentioned several times here, there is no one-page summary of a ticket. The impact is that it is hard for experts, new experts being added to a ticket, and users to get a sense of what is going on with the ticket.
40. The initial e-mail notice omits important information (no requester name or his/her contact info, no dates of the ticket), is hard to read (needs some whitespace before the Notes section), the problem summary is put at the end of a long subject line (so hard to spot a particular message in a mailbox listing). The impact is that important information is lost in the e-mail, forcing the expert to use the web tool (perhaps that was the desired intention, but frustrating the expert into using the web tool is not the desired mechanism for doing that - especially since the web tool has its problems noted in these findings). 
41. As mentioned above, expert-user communication through the tool is complicated to perform, difficult to understand and the perception is that such communication is unreliable. For example, when requested for information, the user gets an e-mail about a status update, not an explicit request. If the user follows the link in the e-mail, there is still no message asking them for information. The impact of this problem is that such communication is done outside of the tool and is probably not captured.
42. Users and experts are unclear about the role of the service desk. Does the service desk follow up with the user to close the ticket? Is the service desk relaying expert -- user communication? There is little feedback to the users and the experts when the service desk gets involved. Right now the service desk is a bottleneck for routing tickets. The impact of all of this is that the service desk seems to slow down the process of incident management for perhaps no benefit.
43. The process of moving tickets along to different states is ill-defined and very complex, adds little value to us, and could be automated more. The system should check itself for consistency.
44. The process for reassigning a ticket is not immediately clear. Reassignment is necessary for misdirected tickets and for a manager to assign a ticket to personnel within the group. The impact is that this problem adds time and frustration to already overworked experts.
45. Because the tool can only hold individual e-mail addresses, tickets are "sprayed" to many people within the group, even though only one of them is the primary. [The way this works depends on the group -- some groups assign a primary to handle all incoming tickets and other groups have tickets sent to a mailing list so the whole group sees them].
46. It is necessary to sometimes add other people as "watchers" to a ticket - e.g. people in management or in related support groups who are not the direct assignee. Such watchers should get updates when the ticket is updated. The impact of not having such a system is that important people are kept out of the loop when high profile incidents are being worked up. 
47. The system seems to expect expert (everyone really) to poll their tickets to check for updates. But everyone is too busy to do that and that would be very tedious for an expert or user watching several incidents. At Fermilab, e-mail is the accepted interrupt-driven alert system. The impact of not having useful e-mail alerts is that people miss important updates on tickets. 
48. Searching is not intuitive (many pages have multiple search buttons) and is case sensitive. The impact is that people cannot easily find tickets they need to look at.
49. The Print button brings up a blank browser page. This appears to be a bug or missing internal service. 
50. The system does not complain when mistakes are made, it just goes on, sometimes deleting parts of an already entered ticket. The impact is to frustrate the user/expert. 
51. There is a consensus that the training on the system was very poor.  Many times the answers to questions were 'I do not know, I agree it does not make sense, The system was not designed to do that'. The impact is that now people have stopped asking questions about the system and the system has developed a very poor reputation among the stakeholders. 
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52. Managers have many of the same complaints mentioned above. 
53. Managers can't generate reports.  Mangers want to know how long tickets have been open; how many tickets we've received in various categories; how many are assigned to each person; average length of time a ticket was open, average length for each admin, like incidents by category, and graphical bar charts of all the above details to better understand the info.  For that matter, there are no predefined categories that we know about.  Managers would like 'standard' weekly, monthly, and quarterly reports that provide this information, and there is also a need to generate all this information on demand to verify SLA agreements. The impact is that managers can't get the metrics they need.
54. Managers want reminders on incidents+descriptions that have been open for more than N days.  They need to understand why people are not being helped, and they want to be notified when they need to get involved, not poll a web page. The impact of this deficiency is that tickets may go unnoticed for a long period of time.  
55. Managers typically get involved with incidents when there are problems, and the first thing they want is a list of the facts and workflow for the incident.  They want this on one page so they can more easily understand what is going on and how they can direct effort to help. This finding has been mentioned several times already.
56. Managers want the ability to retroactively (on a weekly basis) categorize a incident to existing and new categories as needed. Then, they want to generate reports based on their categories – in an attempt to better understand what needs improvements (problem management at the group level). The impact of not doing so is poor categorization, and eventually that feature will not be used.
57. Managers want to create bi-directional links between incidents so someone looking at the top of the trail of the incident could drill down and see what is going on within all of the groups. Furthermore, someone working at the detail level could drill back up and see the problem that started the service request.  Many tickets are repeats of old ones - it would be nice to mark the newer ticket as "similar" to the old ones so the assignee doesn't need to repeat all of the solution information. For a big problem, many separate tickets may be generated by different users. It would be nice to pick one ticket as the main one and link to the rest as duplicates [and also the duplicates would then automatically be linked to the main ticket]. In some use cases, there are a chain of tickets and it would be nice if all of these tickets were linked in a chain. The impact of not having this feature is that we would have a large number of tickets that are in fact related, but that would not be noticed by the tool. Experts would need to work on more than one related ticket and that would be time consuming and frustrating. 
58. Managers want to see a list of all open incidents+descriptions with the date and a graphical display (bar chart) of how long the incident was open to help them understand the relative time periods between the individual incidents. 
59. Managers want to know what others are working on and what departments are tracking their tickets to get a better overall picture of the division. 
60. Managers need automatic closing of incidents after a certain period, especially if the user does not respond to queries. 
61. Metrics for the Monday operational meetings need to be more useful and the tool needs to be more helpful in getting such necessary information out.
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This is based on observation and informal interviews of Service Desk personnel on 24 July 2009, 12:30-16:30, by Rob Kennedy and Marc Mengel. The Remedy tool is not the only area in need of improvement in the Service Desk environment. Lack of Supporting Data (charge point 2), D1 Astia interface, critical personnel shortage, significant added load due to organizational change and major password changes are all challenges now for the Service Desk. However, for the remaining points, we confine ourselves to this specific topic listed in the charge.
We consider there to be two components to this topic: a) how well does the tool support the service desk personnel’s work and b) how well does the tool constrain and/or guide the personnel to follow the established processes. We did not perform enough detailed observation and follow-up to be sure of the latter question.

62. There were too many observations to list, frankly. This is a subset.
63. Time out in Remedy web interface occurred just as a SD admin was starting to help a walk-in.
64. Inadequate screen space and a Remedy “two-monitor menu” flaw were hampering some of the staff’s ability to easily switch contexts/windows to perform their work.
65. 11 settings were required to route a ticket, and the most critical of these (support group to route to) was a choice of a very large
66. Confusing translation of MisJob information to D1’s Astia “Site” (really contract number) field. Lots of manual copying of fields from one electronic form to another, both in hardware support and in account management.
67. Saw an error message: "Cannot do contact search while in search mode". This may be technically correct, but it drains confidence that the tool is working FOR them.
68. There was confusion about the “state” assigned to tickets, whether e-mail was being sent out, and related problems for both the SD staff and users. This led to awkward interaction between users who resorted to calling the SD to ask for the state of their ticket rather than trusting the tool. This and the broken e-mail notifications are adding even more load on the SD staff due to calls, and making it unclear to them that the tool is now guiding them through as well-defined process. It may well be, but they (and we observers) are not sure of that.
69. Limitations in the system (may be unrelated to Remedy) are requiring that simple bulk requests like 150 new Service principles have to be handled by SD staff as 150 separate requests, taking MUCH longer than if one bulk request could be made to satisfy this user request.
70. Having to Cut/paste resolution information from WorkInfo to get it to the user.
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Vicky’s Charge for short term task force for Service desk improvement

The new service desk is not currently functioning as planned and many of the stakeholders and customers are frustrated by the slow response and the difficulty of using the new tool.  There are some known factors that have made the rollout particularly difficult; in particular the loss of key staff.  The service desk personnel are working as hard as they possibly can to keep up with the very heavy load of  assigning, responding to, and managing service tickets.  However, despite their best efforts they are falling behind and efforts to bring additional resources to help out with some of the important customer requests (such as creating new computer accounts) were only minimally useful because of the complexity of the processes.  Many of the CD service providers are finding the new tool cumbersome to use and lacking in some of the reports, notifications and communications they previously enjoyed, leading to email and telephone communications outside of the incident management process.  
The BMC tool was selected as one that supports and integrates all of the many ITIL processes (such as Incident Management, Problem Management, Change Management, Release Management, etc.); can be extensively tailored with configuration parameters; has open web services interfaces to support customizations (such as automated tickets, special reports).  It is one of two industry leading tools for supporting management of IT service management.  We intend to use this tool and to be wary about making too many customizations since they cost a lot to implement and are then forever expensive to maintain.
The ISO2000 project held workshops with key stakeholders and customers in order to define requirements and design a set of processes and workflows for Incident Management.   Supporting data for service provider groups, critical assets and services were also identified in these and other workshops.  We are concerned that the configuration of the tool and the implementation of the processes in the tool may have been inadequate.  We do not know whether the process definitions and the supporting data are complete, correct and adequate.  
 	Jack and the service desk team have already gathered a lot of feedback and developed a list of improvements to the BMC tool implementation to address some of the problems identified. Carin Sinclair, the new BMC tools support group leader is developing a plan to make some significant improvements in short order. Since the service desk is a central and key component of delivering services to our customers and communicating between service groups, it is essential that we take extremely rapid action to solve whatever problems are causing the poor service and frustration to our users and service providers.
I am asking you to lead a small team whose goal is to develop an understanding of the issues with the service desk in each of the areas of :-

1) Requirements/processes/workflow
2) Supporting data
3) Tool implementation
4) Ability of the service desk personnel to use the tool to follow the processes
I would like to receive recommendations from this group on :-
a)      Initiatives and actions that could be taken and suggested priorities.
b)      Ways in which additional people can help.  
c)       Ways in which a four person Service desk support team, focused primarily on Tune IT up work tasks, could be integrated into the entire service desk process for 3 months and could help (rather than increase load on service desk personnel). 
d)      Simple metrics that can be reported on each week that can give a clear picture of how well the new service desk is functioning.
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Task Force Membership

· Jon Bakken
· Glenn Cooper
· Rich Karuhn
· Rob Kennedy
· Adam Lyon
· Marc Mengel
· Margaret Votava (chair)
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