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NGOP Improvements
Design Note 
Background 
NGOP is a distributed monitoring system that provides active monitoring of software and hardware, customizable service-level reporting, early error detection, and problem prevention. NGOP provides persistent storage of collected data and is capable of executing corrective actions and sending notifications. NGOP is a framework for developing monitoring tools.  
NGOP development began in 2000 with the aim to provide monitoring for 1000+ nodes.  A prototype quality system was developed and deployed in 2001, and in 2003 a decision to stop development was made.  Since the latest release in February 2003, no development has been done on NGOP.  The system has been considered production, although there is no difference in today’s production version of NGOP and 2003’s prototype version.  
As we are approaching 2,500 monitored nodes, NGOP has proven not to scale well in today’s configuration.  A configuration upgrade (performed bi-weekly) is taking 2+ hours to complete, primarily due to the slowness of a set of processes called status engines.  Regardless of what was changed in the configuration, the entire system must be shutdown, resulting in downtimes for groups that had no configuration change requests.  
In addition to causing long startup times during a reconfiguration, the status engines are prone to being overwhelmed once the system is up and running.  When this happens, the only practical fix is to restart these processes resulting in an outage of at least one hour.

While performance issues are the primary problem at this point, NGOP suffers other problems that make maintenance time consuming and difficult.  A complicated set of .xml configuration files (100+) that are hand edited are poorly organized, making configuration upgrades as much art as science.  When problems occur processing the configuration files, the lack of proper logging of error messages makes fixing the problem an adventure.  Since a reconfiguration is required to see if the problem is fixed, it is often two hours of downtime to find out that the problem still exists.
This document will present both short and long term solutions to the problems we are currently seeing.

Requirement
Improve overall performance of existing NGOP monitoring system with little development effort.
Goals
· Reduce overall configuration restart time. 
· Reduce number of systems affected by configuration changes.
· Improve logging mechanisms, particularly in the status engines.

· Clean up the hierarchy and overall layout of NGOP.

· Add additional systems to balance increasing growth
· Install a production quality test system.  Configuration upgrades could be tested on this system prior to the actual upgrade.

Current Model
The current NGOP model is based on one large instance of the NGOP software split out among two machines (NGOPSSRV and NGOPCLI).  This split was done in an attempt to keep the one instance of NGOP from saturating a machine. The initial split did provide improved performance for a period of time, but as the number of monitored nodes increased the current design became inefficient.  
Short Term Improvements
We propose some short term improvements that require minimal work effort and will greatly reduce configuration outage times.  Once these improvements are made, we can work on the longer term goals of reducing maintenance and making NGOP easier to use.

Additional Systems

We recommend purchasing an additional two machines and splitting NGOP from one instance (scattered over two machines) to three instances.  The three instances would be partitioned logically by administration groups as follows:

· CMS

· Farms

· General Purpose.

The CMS and Farms instances will be placed on the new machines, and the General Purpose instance will stay on one of the current NGOP machines.  The remaining current NGOP machine would be converted into a test instance.

A small amount of work is required to provide a slightly modified web based interface that properly linked to the correct instance.  Users would continue going to the same URL as they do today, and be provided with the links to the different instances. 
Status Engines

With the creation of the three instances, we envision one status engine per instance.  Two status engines (Operator and Admin) would be removed entirely.  These two status engines account for all of the problems with configuration upgrades and system saturation problems.  These status engines view the entire NGOP hierarchy, a feature needed by the computer operations staff.   This particular requirement has become obsolete. 
Long Term Improvements
Longer term improvements to the NGOP system include adding better logging and reorganizing the hierarchy tree.   In addition, we need to revisit the dynamic configuration upgrade feature planned but not implemented.  If we want to continue with the current mode of configuration upgrade, it is possible to remove certain software components that would lead to quicker upgrades.  

It also should be noted that it is probably time to look at alternatives to NGOP for a general monitoring system.

Costs

The initial costs for the improvements are split between hardware (new systems) and software development.  
Software

Development effort for the short term goals would be on the order of 1 month FTE.  The long term effort is impossible to predict at this point. 

Hardware – Servers

It is well understood that the NGOP software is process and memory heavy. In addition, the lab has come to depend on NGOP as a 24x7 monitoring service so the hardware purchased should be of that caliber. 
We recommend purchasing systems with dual processors, dual power supplies, 4-6GB of memory, and mirrored system and data disks. It is estimated that the servers will cost ~5k a piece.
Recommendation
Due to the recent problems with performance of NGOP, it is strongly recommended that we implement the items in the short term goals.  The following items would need to be performed:

· Purchase two new machines.
· Split current configuration into three separate instances (CMS, Farms, General Purpose). CMS and Farms would respectively go on the new machines; the General Purpose instance would run on one of the current machines.

· Create a test instance on the remaining NGOP machine.

· Create front end to Web GUI to allow high level view of three instances.

· Create one status engine per instance.

· Review other monitoring software.  After review, decide to either move to new system or engage in the long range goals outlined above.
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